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ABSTRACT 

Power system grids face a myriad of problems and load fluctuations on 

a daily basis. These problems can affect the dynamic balance between power 

generation and total consumption, as well as losses. If this balance is violated, 

a frequency deviation will occur, which will worsen the quality of electricity 

on the consumer's side, and there will also be a change in the planned 

exchange of power between the controlled zones. This can lead to system 

separation and undesirable effects. From here, the load frequency control 

(LFC) shines and plays a vital role to solve these problems. Though it is not 

an easy task and there are difficulties for designers when dealing with the 

problem of LFC.  These difficulties are represented in the tuning of controller 

parameters, uncertainty in power system parameters and nonlinear 

performance of power system such as generation rate constraints (GRCs), 

governor dead bands (GDBs), (communication time delays) and its parameter 

uncertainties. Several types of controllers can be used in LFC problem, the 

most popular of them is Proportional, Integral, Derivative (PID) or so called 

three term controller which can be considered the most used controller in the 

industry. In the other hand, Fractional-order proportional, integral, derivative 

(FOPID) controllers which can be described as a generalization of the 

conventional PID can provide better performance for LFC as it provides more 

degree of freedom. In this thesis, different meta-heuristic algorithms are used 

to design a proper LFC to enhance the dynamic performance of the system 

and provide parametric uncertainty robustness.  
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 Chapter  1  Introduction 

1.1 Literature Review 

 

1.1.1 Load Frequency Control Models 

As aforementioned, the goal of LFC is to compensate the load 

fluctuations to prevent any undesirable effects. Consequently, supply-demand 

balance should be maintained via LFC by adjusting the turbine speed and 

generator outputs. To implement LFC to the power system it is essential to 

have an appropriate power system model. Hence, a proper study of the power 

system model provides us with the dynamic behaviors of the system.   As 

frequency is depending on load-generation difference in active power, 

consequently primary control loop consist of speed governing load. 

Secondary control coming after primary and it has droop control mechanism. 

Therefore, the Control Center also provides the power system with an 

ancillary controls at the secondary control level. The primary control consists 

of turbines and governors which constitute a slow response on mechanical 

system. The secondary control includes droop control mechanism, integral 

square error, etc.  On top of that, auxiliary control and supplementary control 

for example, power system stabilizer (PSS). Eras back, power system 

configuration was humble and restricted. Thermal power and hydro power 

were the main sources for power generation. Though, the continuous annual 

increase of electric demand has encouraged restructuring of the power system 

to keep up with the growing demand. Consequently, the foundation of 

transmission system came true. Interconnected electrical systems, which 
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become more voluminous described by the behavior of more complex 

nonlinear dynamics.‎ Load‎ frequency‎ models‎ studied‎ by‎ designer’s‎ ranges‎

from single-area to multi-area. Some have carried out studies on linearized 

models, others on more realistic nonlinear models. A linearized Single area 

thermal power system with PI controller is discussed in [1], [2]. PID 

controller used in single area linear system is presented in [3]. In [4], a single-

area load frequency control system with time delay is presented. A robust 

controller, based on the Riccati-equation approach, is proposed for single area 

power system in [5]. A Linearized two/Multi-area LFC problems are proposed 

in [6]–[8].   

 

1.1.2 Control Techniques 

1.1.2.1 Classical control techniques   

The earlier control engineers such as Bode, Nyquist and Black provided 

us with groundbreaking work which has established connection between 

control system frequency response and transient performance of its closed-

loop in time domain. The studies held using classical control approaches has 

shown that this would result in fairly large overshoots and moderately large 

transient frequency deviation [9]. It was also found in [10] that settling time 

of frequency deviation is long and it is in range of 10 sec to 20 sec. Fosha and 

Elgerd in [11] had the first published pioneering research on the optimal 

design of AGC controllers using modern optimal control theory. Proportional 

and integral (PI) controllers are the most commonly used controller in speed 

governing application for LFC.  The PI controller is part of proportional, 

integral and derivative (PID). Its use is due to its simplicity and it also has 

high success in other industrial application. Intended for PID controller 
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optimization, peak and settling time are used as objective function. Though, 

the studies showed that using these methods expose that they show poor 

dynamic performance, mainly in the existence of additional destabilizing 

effects, such as parameter uncertainties and system nonlinearities [12].  

1.1.2.2 Robust approach 

Every control area in power system contains various types of 

disturbances and uncertainties. This is due to load variation, changes in 

system parameters and characteristics, errors in modeling and linearization 

lastly environmental circumstances. In addition to what has been stated, the 

operating point of the electrical power system varies randomly during the day 

cycle. For this reason, an optimal design of the LFC controller based on the 

nominal values of the system parameters is certainly not suitable for LFC 

problem. Therefore, the use of these conventional regulators on the system 

may be insufficient for the desired behavior. This can lead to undesirable 

effects and can also lead to system instability. Consequently, significant work 

has been made to optimize LFC controllers with improved performance. This 

improved performance has been achieved using various robust approaches to 

adapt with the system variation and uncertainties [13]–[16].  Robust control 

methodologies for LFC aim to guarantee robust performance and robust 

stability in electrical power system.  

1.1.2.3 Artificial intelligence techniques/ Soft computing 

The complexity and varying condition of the power supply system have 

put classical controls and inflexible LFC approaches in a difficult position. 

Furthermore, the rapid growth of power systems in size and technology 

increase the complexity of its models.   To adopt classical control approaches, 

many nonlinear power systems are approximated at reduced order or even 
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linear models to facilitate the implementation of conventional controls. 

Although, these approximated models are only acceptable and gives the 

required performance within specific range of operating points. Outside this 

range different model may be needed to keep system stable with acceptable 

performance, or control system parameters should be changed to adjust the 

performance. In recent years, the emerging techniques of artificial intelligence 

(AI) have advanced rapidly. AI techniques have the ability to process 

complex information and can deal with more complex models [17]. 

1.2 Thesis Objectives 

This thesis is concerned about improving and strengthening the overall 

stability of the introduced system. Furthermore, it is also concerned about 

improving the dynamic performance of the electrical system under study. A 

robustness test against parametric-uncertainties is also held. The system 

introduced is a three-area interconnected power system considering system 

constrains for practicality.   The considered nonlinearities are represented in 

the generation rate constrain (GRCs), dead band (DBs) and the 

communication time delay. This is done via the following steps: 

 Optimizing FOPID controller using different AI technique that 

belong to the different meta-heuristic algorithms classifications. 

 Comparing results of the chosen algorithms. 

 Testing the best controllers obtained against parametric-

uncertainties  
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1.3 Thesis Outline 

The carried out research work in this thesis can be divided into six 

chapters as follows: 

1. Chapter 1: gives a brief introduction about control techniques, LFC 

problem, and literature review.  

2. Chapter 2: discusses the modeling of different components for LFC 

system, governor, turbines, generators, electric loads, and tie-lines. 

3. Chapter 3: provides survey for the types meta-heuristic AI techniques 

and the different meta-heuristic algorithms classification. This chapter 

focuses on the recently Mayfly Optimization algorithm (MOA) besides 

Artificial Bee Colony (ABC) and Gray wolf Optimization algorithm 

(GWO) which belongs to swarm classification. This chapter also 

focuses on Atom Search Optimization which is a novel physics-based 

algorithm and the popular GA algorithm as a part of Evolution-based 

algorithms. 

4. Chapter 4: introduce the classifications of controllers and the main uses 

of controllers. Discusses methodologies for formalizing and tuning the 

PID controller. It also provides a brief discussion on the definitions of 

FOPID, stability and implementation. At the end of this chapter, 

various objective functions for the LFC problem are provided in 

addition to the discussion of the Hermite-Biehler theorem which can be 

used to test the robustness of the system against parametric 

uncertainties. 

5. Chapter 5: presents the simulation results of applying MOA, GWO, 

ABC, and ASO algorithms to tune parameters of FOPID controllers for 

a nonlinear multi-area interconnected LFC power system, as well as, 
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providing comparative study which include GA-based integral 

controller. This chapter also contain robustness test using Hermite-

Behiler theorem. 

6. Chapter 6: summarizes the conclusion of this work and presents future 

work proposal. 

 



 

 

CHAPTER 2 Electric 

Power system 

Modeling 
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 Chapter  2  Electrical Power System Modeling 

 

2.1 Introduction 

 

The procedure of Modeling for the electrical system is essential process 

and is considered the first step in the study of electrical systems in order to 

improve their dynamic performance. The modeling process begins with 

knowing the contents of the Automatic load frequency Control (ALFC) loop 

and the modeling of each of its parts. ALFC is in charge for regulating the 

frequency of the grid and keep tie-line power interchange (    ) within the 

permissible limit by adjusting real power output (megawatt) of generators 

units. The Load Frequency control loop is performed by two different control 

loops[7], specifically primary and supplementary control loops. The primary 

loop gives fast responses to frequency deviations, as it represents an indirect 

indication of load-generation imbalance. To restore balance and cope with 

fluctuations in electrical load, speed governors and control valves regulate the 

input power of the turbine by changing the position of the control valve, 

which affects the input of the turbine, Whether  it steam or hydraulic flow. By 

controlling the input power of the turbine, both of turbines rotating speed and 

real output power of the generator is controlled. Another control loop is 

existed in LFC and it called secondary or supplementary loop. Its slower in 

action and it deal with large scale disturbances. Supplementary control not 

only maintains the fine-tuning of frequency but also, reset the power 

exchange in the tie-line to its scheduled values. To implement this loop, a 

suitable‎controller‎must‎be‎installed,‎the‎signals‎(∆f‎and‎∆    ) are amplified, 
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mixed, and then this signal ∆   will be processed by the prime mover. The 

prime mover change generator output by value ∆   which will result in 

change in ∆f‎and‎∆    , these steps are repeated until balanced restored to the 

system. An introduction to modeling of LFC components is presented in[18]. 

Figure ‎2-1 shows overall function diagram for Automatic generation control 

which contain ALFC loops and AVR loops [19]. Figure ‎2-2 a schematic 

diagram for LFC. 
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Figure ‎2-1 Voltage Regulator and Load Frequency control  loops [19] 
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Figure ‎2-2 schematic digram of LFC 

where 

∆Ptie : Incremental change in tie line power 

ACE : Area control error 

∆PC : Control signal 

∆PV : Incremental change in governor valve position 

∆PT : Incremental change in turbine power 

∆PG : Incremental change in generation power 

∆f :‎Frequency‎deviation=∆ω/(2pi) 

∆Ptie 

∆P
C
 ∆P

T
 ∆P

V
 ∆P

G
 

∆f 

ACE 
Governor Turbin

e 
Generator Controller Signal mixer 

Frequency sensor 

Primary LFC loop  

 
Supplementary LFC loop  
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2.2 Modeling of Different Components for LFC 

2.2.1 Modeling of Governors 

The main function of governor in power system is to adjust the valve of 

a turbine to restore frequency back to its nominal or scheduled value. 

Governor sense any change in electric loads and gives response due to this to 

turbine valve.  Governors can be divided into different types according to 

manufacturing perspective, such as mechanical, electro-mechanical, electronic 

and computerized speed governors [7]. Figure ‎2-3 shows Mechanical speed 

governing system, and the position of control valve can be changed by three 

ways as follows [19]: 

 Directly:  using speed changer where small downward result in 

increase in ∆Pref 

 Indirectly: according to feedback of main piston position change 

 Indirectly: depending on the feedback of coupling point B 

position, which results from speed change. 

 

It worth noted that, small downward position change of control valve 

will result will increase steam flow by small amount. It worth also noted that 

very large force needed to open/close the valve gate so several stages of 

hydraulic amplifier is used to amplify forces. 
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Figure ‎2-3 Mechanical speed governing system [19] 

 

The conventional speed governing systems are consisting of the 

following major parts: 

 Speed governors: counts as the measuring tool in the system and 

its main part is centrifugal flyballs driven directly by the turbine 

shaft or through gears. This mechanism provides an up and down 

position change for linkage point B, this change proportional to 

the change in speed. 

 Linkage and coupling mechanism: this transfers flyballs 

movement to hydraulic amplifiers and then to valve gates. 
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 Hydraulic amplifiers: amplify flyballs movement by very large 

amount to be able to change valve gates position. This is 

achieved using several stages of hydraulic amplifiers. 

 Speed changer: composed of several servomotors with manual or 

automatic control to schedule the load at the nominal frequency. 

Governors can be divided into isochronous governors and governors 

with speed –droop characteristics which have different applications  

2.2.1.1 Isochronous governors 

Isochronous means constant speed. Isochronous governors drive the 

turbine valve to bring the frequency back to its nominal value. In this type the 

reference rotor speed    is subtracted from measured rotor speed   . Then 

this error signal is amplified and integrated to produce control signal ∆PC. 

This signal will actuate the steam gates in case of hydraulic turbines or valves 

in case of steam turbine.  This type of control have a reset action which mean 

system will reach new steady state only if      is zero.  Response of 

generating unit in case of isochronous governor is shown in Figure ‎2-4. An 

isochronous governor gives good response only when a one generator is 

supplying an isolated load or when one generator only in the system of multi-

generators is respond to load changes. 
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Figure ‎2-4 Responce of generator with isochronous governor 

 

2.2.1.2 Speed-droop governors 

As mention before, the isochronous governors cannot be used when 

more than one generator unit is connected to the same system because they 

don’t‎ have‎ the‎ precise‎ same‎ speed‎ settling.‎ If‎ not,‎ they would battle each 

other, each generator unit will try to control system frequency according to its 

own setting. To ensure stable load division between operating generator units, 

the governors are provided with speed-droop characteristics as shown in 

Figure ‎2-5.  The sloop of curve represents the speed Regulation (R), which 

have a speed regulation range of 5 to 6 % from zero to full load as shown in 

(‎2.1). Control signal     is equal difference between reference power       

and     ⁄  , the equation is shown in (‎2.2) . 
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   =
  

  
=
       

  
 (‎2.1) 

where 

    : No load steady state speed  

    : Full load steady state speed  

   : Rated or nominal speed 

 

    =       
 

 
    (‎2.2) 

 

  

Figure ‎2-5 Load sharing by two generator units with speed droop 

Governor hydraulic amplifier gives valve position change     when it 

feed with signal   . Considering time constant     and linear relationship. 

We can conclude the next equation (‎2.3). 

    =
 

    
     (‎2.3) 
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 𝑃2 

Output power 

Unit 2 𝑓(𝐻𝑍) 
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From (‎2.2) and (‎2.3) Figure ‎2-6 can be concluded. Time response of generator 

unit with a speed-droop governor differs from the one with isochronous 

governors. Steady-state speed division or frequency division       isn’t‎equal‎

to zero in case of generator unit with speed-droop as show in Figure ‎2-7. It 

worth noted that, there is a type of nonlinearity for governor which named 

dead-band. Dead-band represents time delay of governor mechanical parts.  

Figure ‎2-6 Equivalent block diagram of governor. 

 

 

 

 

 

 

 

 

Figure ‎2-7 Time response for generating unit with a speed-droop governor 
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2.2.2 Modeling of Turbines 

Turbines convert the kinetic energy from steam, gas or water into 

mechanical power   . The names of the turbines are given according to its 

types of generators. Turbines have various types, such as thermal based ones 

as reheat and non-reheat turbines, or wind and hydro turbines [20]. Every 

generation station uses certain types of turbines. The prime mover models 

must take into account the characteristics of the steam supply and boiler 

control system in the case of a steam turbine, or the characteristics of the 

penstock for a hydraulic turbine [8]. 

 

2.2.2.1 Non-reheat turbines 

Non-reheat turbines are one of turbines types which used in thermal 

power station. There are time delay takes place between producing the torque 

and switching the valve of the turbine which donated by   . Thus, the non-

reheat turbine equivalent equation of the transfer function is represented as 

first order and this relation lies between the valve position      and the output 

mechanical power     , as shown in (‎2.4). The value of     is ranged from 0.1 

sec to 0.5 sec [19]. The equivalent modeling for the non-reheat turbine is 

shown in Figure ‎2-8. 

   =
   
   

=
 

    
  (‎2.4) 
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Figure ‎2-8 Block diagram representation of non-reheat turbine 

 

2.2.2.2 Reheat turbines 

Reheat turbines is another type of turbines which used in thermal power 

stations. It has two different stages depending on the high and low vapor 

pressure. Thus, it combines the turbine's first order transfer function with the 

reheat transfer function so that it is modeled as a second order transfer 

function (‎2.5). 

   =
   
   

=
        

(     )(     )
  (‎2.5) 

where 

   : Gain or reheat unit 

    : time constant in sec of the reheat unit for low pressure stage 

 

The range of     from 4 to 10 sec. The gain of reheat Kr represents the 

megawatt ratting of high pressure stage (first stage), and it is usually taken to 

be 0.5 pu MW. The block diagram of reheat turbine is represented in 

Figure ‎2-9. 
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Figure ‎2-9  Equivalent block diagram for reheat turbine 

 

2.2.2.3 Gas turbines 

The mechanical power of gas combustion is transfer to the electric 

generators by gas turbines. The modeling of gas turbines is a complex one. 

The linearized and simplified transfer function of gas turbine is show in (‎2.6) . 

 

   =
   
   

=
 

     
  (‎2.6) 

where, 

     : time constant in sec of compressor discharge volume 

 

It worth noted that, TCD usually equals to 0.2 sec [21]. The equivalent block 

diagram of gas turbine is shown in Figure ‎2-10. 

 

 

Figure ‎2-10 equivalent block diagram of gas turbine 
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2.2.3 Modeling of generators 

Generator is crucial part of generation process. The mechanical power 

produced by turbine is converted to electric power to feed electric loads by the 

generators. The balance between load power and generated power is 

conserved by LFC. As storing electric energy in large amount is difficult and 

expensive, both of load power plus losses and generated electric power should 

be matched.‎When‎ a‎ load‎ power‎ change‎ΔPL occurs, the mechanical power 

delivered from the prime mover will no longer equal to generated electric 

power. This unbalance between mechanical power output ΔPm and generated 

electric power ΔPe will produce rotor speed‎ deviation‎ Δωr which equal to 

frequency deviation Δf‎ if‎ it‎ divided‎ by‎ 2π. Applying small perturbation to 

synchronous generator swing equation we get: 

 

 
  

  

 2  

  2
=          (‎2.7) 

 

(‎2.7) can be rewritten as:  

 

 
  
 
  

  
=
 

  
(       )  

(‎2.8) 

where 

   : frequency of the system 

  : inertia constant 

Eq(‎2.8) will lead to (‎2.9), when frequency is expressed in per unit and without 

explicit per unit notation. 
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=
 

  
(       )  (‎2.9) 

Taking Laplace transform of (‎2.9) we obtain (‎2.10). 

 

    ( ) =
 

   
(   ( )     ( ))  (‎2.10) 

 

The block diagram which represent generator can be drawn from 

(‎2.10), as shown in Figure ‎2-11. 

 

 

 

 

 

Figure ‎2-11 Generator block diagram 

2.2.4 Modeling of electric loads 

Power systems, generation stations and transmission systems are 

designed to supply electric loads. A proper power system modeling cannot be 

complete without a proper study and modeling of these loads. Power loads are 

different in nature and can be divided into two categories which are resistive 

loads or non-dynamic loads and dynamic loads. Non-dynamic loads‎ (ΔPL) 

such as heating loads and lighting loads have a power value that is not 

affected by frequency change. In contrary, dynamic-loads such as motors are 

sensitive to frequency change and its degree of sensitivity depend on the 
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composite of speed-load characteristics. The relation (‎2.11) approximate the 

characteristics of composite loads. 

     ( ) =    ( )     ( )  (‎2.11) 

 

where 

    : non-frequency sensitive load 

    : frequency sensitive load 

  : percent change per load divided by percent change in frequency 

(damping constant) 

 

Equivalent block diagram of generator-load is obtained from Eq. (‎2.10) and 

(‎2.11) is as shown in Figure ‎2-12. 

 

 

 

 

 

 

 

 

Figure ‎2-12 Equivalent block diagram of generator-load 

 

A simplified block diagram of generator and load can be obtained by 

eliminate the feedback loop in Figure ‎2-12 as shown in Figure ‎2-13. 
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Figure ‎2-13 Simplified block diagram of generator and load 

 

2.2.5 Modeling of tie-lines  

 

In any interconnected power system, tie-line play very important role. 

Tie-line connects power flow Ptie between two-areas.  If frequency deviation 

of any area in interconnected system occurs due to load deviation, this will 

disturb power balance in the corresponding areas and Ptie will change. 

Figure ‎2-14 show Tie-lines between areas in interconnected power system. 

 

Figure ‎2-14 Tie-lines between areas in interconnected power system 

 

 

Figure ‎2-15 represent two area power system connected by lossless tie-line 

having a reactance Xtie, each of the two area denoted by voltage source  

( 1⌊ 1 ,  2⌊ 2 ) and transient reactance (  1 =   1́     1 ,  2 =   2́     2). 
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Figure ‎2-15 Network representation for a two-area power system 

 

In general, the active power flow in tie-line connected from area i to area j at 

normal operation is donated by  

 

     ,  =
|  ||  |

   
   (     ) (‎2.12) 

 

where 

Ei, Ej : Voltages at machine terminals of the areas i and j 

δi,‎δj : Power angles of corresponding machines of the areas i and j 

Xij : equal to Xi+Xtie+Xj 

 

For simplicity, (‎2.12) will be linearized for small perturbation in power flow 

for tie-line‎between‎area‎ I‎and‎area‎j‎ (ΔPij), the resulted relation is shown in 

(‎2.13).   
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 )(       )  
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Tij is the synchronization coefficient and it donated by (‎2.14). 

 

    
 =

|  
 ||  

 |

   
   (  

    
 )  (‎2.14) 

 

Eq(‎2.13) can be written as: 

 
     ,  =    

 (       ) 

=      (∫        ∫       )  
(‎2.15) 

 

And by taking Laplace transformation to (‎2.15) , the result will be: 

 

      ,  =
2 

 
   (       )  (‎2.16) 

Represent (‎2.16) in terms of block diagram will yield Figure ‎2-16. 

 

 

 

 
 

 

 

 

Figure ‎2-16 Block diagram linear representation for tie-line power 

 

From (‎2.13) we find that the direction of power flow depends on the phase 

angle difference; if    1    2 power will transfer from area 1 to area 2. 

In any interconnected power system it is not only any change in area 

frequency due to load change in that area will affect tie-line power but also 

any change in tie-line power will affect frequency. Therefore, in 

2πT12 ∆f1 (s)  

∆P12 

(s) 

  ∆f2 (s)  

1/s 



Chapter 2   Electrical Power System Modeling 

27 

 

interconnected power system the secondary control loop not only maintain the 

frequency error but also maintain tie-line power between areas. This is 

achieved by combine both frequency change for areai and tie-line power 

change which is connected to this area as feedback, this results of 

combination of signals is called area control error or ACE. An area control 

error ACE for two area interconnected power system is shown in (‎2.17). 

 
   1 =         1  1  

   2 =        2  2 
(‎2.17) 

 

Where‎β‎is‎frequency‎bias‎factor‎and‎it’s given by  

   =
1

  
     (‎2.18) 

 

For large interconnected power systems, several control area is 

interconnected with a number of tie-lines. So the ACE for i
th
 area in n-area 

interconnected system is donated by (‎2.19). 

     = ∑           
 
  1
   

  (‎2.19) 

 

It worth noted that the block diagram representation for tie-line power 

change for i
th
 area in N-areas can be represented as Figure ‎2-17. 
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Figure ‎2-17 Block diagram representation for tie-line power change for i
th

 

area in N-areas 
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 Chapter  3  Meta-heuristic algorithms  

3.1 Introduction 

During the last decades the implementation of AI optimization to solve 

real-world optimization problems has been widespread. This is due to real-

world optimization problems are progressively becoming more complex as 

they may contain complex nonlinear constraints, objective functions and they 

frequently include a large number of decision variables. On the other hand, AI 

techniques are generally simpler and easier to implement than the traditional 

methods. In general there are multiple types, variants and classification of AI 

optimizations which have been developed and implemented to solve different 

engineering problems. The global optimization using traditional 

methodologies became less popular as numerical approaches turn out to be 

less powerful mainly when indices or constraints have several peaks.  In the 

other hand, meta-heuristic algorithms are increasingly becoming popular as 

they are powerful tools for solving complex optimization problems. The 

attractiveness of meta-heuristic algorithms drives from the following aspects: 

 Meta-heuristic algorithms are simple, easy to implement and 

contain basic theories or mathematical models which inspired 

from nature. They also easy to develop an improved variants of 

them 

 Meta-heuristic algorithms can be considered  as a black box, as 

they able to provide outputs if it feed with the suitable inputs in 

order to obtain satisfactory solutions, taking into consideration 
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that the structure and parameters of the algorithm should be 

modified to suite the application. 

 Meta-heuristic algorithms have randomness characteristics, 

which is one the most important characteristics of them, because 

this allows them to explore the whole search space and avoid 

trapping into local best solutions effectively. 

 Meta-heuristic algorithms are very flexible and they are 

multipurpose solvers as they can handle various types of 

optimization problems for example complex numerical problems, 

non-differentiable problems, or non-linear problems. 

Many meta-heuristic algorithms have been developed and successfully 

implemented to different problems. These algorithms are primarily classified 

into three classes [22]: physics-based, swarm-based [23] and evolution- based 

[24].  

3.2 Meta-heuristic algorithms classification 

3.2.1 Evolution-based algorithms 

Evolution-based algorithms mimic evolution in the nature. Recently, 

numerous new Evolution-inspired techniques are developed, including 

bacterial foraging optimization (BFO) [25], bat algorithm (BA) [26], mimetic 

algorithm (MA) [27], artificial algae algorithm (AAA) [28], monkey king 

evolutionary (MKE) [29],  biogeography-based optimization (BBO) [30] and 

Backtracking Search Optimization Algorithm (BSA) [31]. Genetic algorithm 

(GA) which  suggested  by Holland [32] is a popular Evolution-based 

algorithm which is around mutation, crossover and selection phases. 
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3.2.2 Physics-based algorithms 

Physics-based algorithms simulate universe physical laws in case of 

simulated annealing (SA) [33] and Heat transfer search (HTS) [34] they both 

simulate thermodynamics in physical materials. Gravitational search 

algorithm (GSA) [35], electromagnetism-like mechanism (EM) [36] 

algorithm and vortex search algorithm (VSA) [37] are examples of recently 

Physics-based techniques which is inspired from physical laws. There are also 

algorithms that got its inspiration from water like intelligent water  drops  

(IWD)  algorithm [38], water wave optimization (WWO) [39] and water 

evaporation optimization (WEO) [40]. The researchers even drew inspiration 

for new algorithms from the behavior of atoms as in the case of the particle 

collision algorithm (PCA) [41] and big bang–big crunch algorithm (BB-BC) 

[42].  Atom search optimization (ASO) introduced by Zhao [43] is a novel 

type of meta-heuristic Physics-based optimization methodology which based 

on atom dynamics. 

3.2.3 Swarm-based algorithms  

Swarm-based algorithms simulate mimics social activities and habits of 

species like food foraging, communication and organization. Swarm-inspired 

techniques are so popular among the meta-heuristic techniques.   Over the 

past decade, many interesting swarm-based algorithms have been developed. 

Some of the swarm algorithms mimic the behavior of different types of 

insects like glowworm swarm optimization (GSO) [44], ant colony 

optimization (ACO) [45], fruit fly optimization algorithm (FOA) [46], Moth-

Flame Optimization (MFO) [47],  mayfly optimization algorithm (MOA) [48] 

and artificial bee colony (ABC) [49]. There is also other optimization that is 
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inspired from various species in animal kingdom like particle swarm 

optimization (PSO) [50] which simulating bird flocking behaviors, artificial 

ecosystem-based optimization (AEO) [51]. Sea creatures have always been an 

inspiration source for researchers in different fields, there is optimization that 

got inspired from sea creatures like Whale Optimization Algorithm (WOA) 

[52], Dolphin echolocation (DE) [53] algorithm, dolphin Partner Optimization 

(DPO) [54], shark smell optimization (SSO) [55], krill herd (KH) algorithm 

[56], and manta ray optimization  algorithm (MRFO) [57]. Spotted hyena 

optimization (SHO), Coyote Optimization Algorithm (COA), Wolf pack 

search (WPS) [58] and grey wolf optimization (GWO) is algorithms which 

got its inspiration from pack behaviors. 

 

3.3 Algorithms Investigated 

 

In this section, the following algorithms will be studied and will be 

used later in setting the parameters of LFC FOPID controllers. A comparative 

study will also be carried out to indicate the best performances between the 

algorithms introduced. GA is chosen from Evolution-based algorithms which 

is very popular evolution- based algorithm. ASO is chosen from Physics-

based algorithms as it a recent algorithm. Both of GWO and ABC is a popular 

swarm-based algorithm. MOA is a recent swarm-based meta-heuristic 

algorithm. 
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3.3.1 Genetic algorithm (GA) 

Genetic algorithm is a meta-heuristic algorithm that got its inspiration 

from Darwin‘s‎ theory‎of‎natural‎evolution. GA mimics survival of the fittest 

principle in which fittest individuals which have good qualification to endure 

will survive and get selected to produce the next generation offspring. The 

basic steps of GA algorithm in solving problems are configuration of 

parameters, initialization, finesse evaluation and evolution. Figure ‎3-1 shows 

the flow chart of basic GA algorithm 

3.3.1.1 Configuration of parameters 

The main goal of any optimization algorithm is to provide a solution to 

optimization problems. To provide this solution, the algorithms look for an 

optimal solution which means the minimum value of the provided objective 

function and the corresponding values of problem variables.  GA begins the 

optimization process by defining the entire problem variables as an individual 

(chromosome), this chromosome contain an array of problem variable values 

to optimize. This array dimension is equal to 1*Nvar , where Nvar is the number 

of problem variables.  For an example LFC problem with single area and PID 

controller will have chromosome as follows: 

  ℎ        = [         ]  (‎3.1) 

 

Where Nvar in this case is equal to three. It worth mention that every added 

new area to the system will add three to the chromosome array. 
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3.3.1.2 Initialization 

GA works on multiple numbers of variables as potential solution, this 

number is called population size Npop and it equal to the number of 

chromosomes. Population size is usually range from 30 to 100 and as 

population size increase the probability of getting better solution increase but 

in the same time solution time increase. GA matrix represent one population 

for every row of the matrix, every row which is called chromosome have 

dimension equal to 1x Nvar as mentioned before. Consequently a GA matrix is 

a matrix with dimension of ( Npop x Nvar ). At initialization stage the GA 

matrix will be full with random values.  The full matrix of GA for one area 

PID controller will be as shown below: 

 

[
 
 
 
 
 
  1            1   1
  2
   
 

      

  2
   
 

      

  2
   
 

      ]
 
 
 
 
 

   

 

3.3.1.3 Finesse evaluation 

The fitness function or so called objective function measures the quality 

of chromosome. So the best chromosome is the one with the least cost. 

     =  ([         ])  (‎3.2) 
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3.3.1.4 Evolution 

In evolution stage GA algorithm updates generation. This is done by 

replacing parent chromosomes with new ones with better potential. This 

update and replace procedures is based one chromosomes cost. Several 

genetic operators are used in evolution such as selection, crossover, mutation 

and elitism [59]–[61].  There is also Feasibility which works as repair tool. 

The implementation procedure as follows:   

I. Selection: this operator will decide which parent are preserved 

and permitted to reproduce and which one will die out while the 

population number is kept unchanged. There are different 

mechanisms used to implement selection operator such as: 

(Roulette wheel mechanism, tournament mechanism, steady state 

mechanism and rank mechanism)  

II. Crossover: the main operation in which new chromosomes are 

created is crossover. It mimics crossover in natures where new 

chromosomes are created and have similar genetic parts of both 

of‎ parent’s‎ chromosomes.‎ Crossover‎ in‎ GA‎ is‎ based‎ on‎ pre-

defined value which called crossover rate. Two offspring 

solution are produces when crossover applied to couple of 

parents. Crossover can be single-point or n-points. In single-point 

one location in the parent chromosome are selected to swapped 

with the same location in its couple parent this will produce 2 

offspring. Applying crossover to Error! Reference source not 

ound. can yield for example: 

   ff      1 = [            ]   
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III. Mutation: it is complementary to crossover job which is search 

for new optimal solutions. It helps in avoiding loss of potential 

useful genes by random replace one element of a gene by another 

one to form new genetic matrix. Although individuals are 

randomly mutated, but this mutation is based on a predefined 

mutation rate.     

IV. Elitism:  this operator is necessary to reach to convergence. It 

preserves the best chromosomes and uses them in the next 

generation.  

V. Feasibility: function as a repair tool to repair any chromosomes 

that have been made by crossing over or mutating that are found 

to violate the predefined constraints. 

VI. Stopping criteria: GA will come to stop point if it reach to 

predefined number of generation or predefined cost function 

value. 

 

 

   

 

  ff      2 = [            ]   
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Figure ‎3-1 GA flow chart 

 

Start 

Configuration of parameters 

Initiate random population 

Fitness value evaluation 

Selection process 

(Roulette selection, tournament selection, 

Steady state selection or Rank selection)  

Random chose of 2 parents 

New generation 

 
Enough new 

generation? 

 
Random cross 

over rate 

Offspring=pare

nt 

One-point 

 
Random 

mutation rate 

Perform 

mutation 

No mutation 

end 

 
Stopping 

criteria 

YES 
NO 

NO 

NO 

NO 

YES 

YES 

YES 

Crossover 

Mutation 

Elitism and 

feasibility 



 

39 

 

3.3.2 Atom search optimization (ASO) 

From a micro point of view, every substance is made up of a small unit 

called a molecule. The molecule is the smallest unit that forms chemical 

compounds and gives the compound its physical and chemical properties. The 

molecule itself is made up of smaller units called atoms. Atoms are held 

together by bonds to form molecules, these bonds vary in both size and 

complexity. Atoms can also vary in mass and volume and they are always in 

continuous motion, even if they are in a solid, liquid or gas state.  

ASO is a recent physics-based meta-heuristic algorithm that is inspired 

by atomic behaviors and introduced in [43], [62]. Although atoms are very 

complex in their internal structure, they also have complex interactions, but 

the development of molecular dynamics (MD) which uses the computer has 

helped to simulate the movement and interaction of atoms. The ASO 

mathematically models the atomic motion which is determined by Newton's 

second law, this motion (acceleration) is a result from a constraint force Gi 

and an interaction force Fi. The acceleration ai for i
th
 atom with a mass mi is 

donated by:  

   =
     

  
  (‎3.3) 

ASO algorithm is runs around equation (‎3.3). ASO algorithm start with 

initializing random atom population with population number N and D-

dimensional search space. Position of atomi is donated as follows: 

 
     = [     

1      
2      

       
 ] 

  =  , , ,   ,   
(‎3.4) 
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Where      
  is the i

th
 atom in the d

th
 dimension space where 

(d=1,2,3,…,D). While atoms in the iterative process they interact with each 

other, their interaction is as form of attraction and repulsion. At repulsion, 

atoms explore whole search space and avoid early convergence.  Attraction 

will lead atoms to exploit the local search spaces. Gradually as the iteration 

process progresses, the attraction will gradually strengthen while the repulsion 

gradually declines, more details as follows: 

3.3.2.1 Interaction force 

 The force of interaction between an atom pair can be roughly 

represented by the mathematical model of The mathematical model of  

Lennard-Jones potential (L-J) which donated by: 

  (   ) =   [(
 

   
)
12

 (
 

   
)
 

]  (‎3.5) 

Then the interaction force applied by j
th
 atom on the i

th
 atom can be 

donated as the follows: 

    =    (   ) =
2  

 
[ (

 

   
)
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 (
 

   
)
 

]  (‎3.6) 

where 

ε : Potential depth (a measure attraction between two particle) 

σ : (a measure of collision diameter between two particle) 

rij : distance between 2particles in the space=‖           ‖ 
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Atoms relative distance is varying all the time within a certain range, 

this is due to repulsion or attraction forces. As the repulsion is always greater 

than‎attraction‎so‎atoms‎wouldn’t‎converge‎to‎a‎specific‎location‎so‎(‎3.6) can’t‎

be used to solve optimization problems and revised equation is used as 

follows: 

    =   ( )[ (ℎ  ( ))
1  (ℎ  ( ))

 ]  (‎3.7) 

where  ( ) is the depth function and its function is to regulate the 

attraction region and the repulsion region and it can be given by: 

  ( ) =  [  
  1

    
]   2      ⁄

  (‎3.8) 

where α is the depth function and tmax is the max number of iterations. 

In (‎3.7) the value of h to make repulsion happen is in range of 0.9 to 1.12, and 

the value of h for attraction is in range of 1.12 to 2. The value of h is 

determined by the following relation:  

 ℎ  ( ) =

{
 
 

 
 ℎ                   

   ( )

 ( )
 ℎ   

   ( )

 ( )
     ℎ    

   ( )

 ( )
 ℎ   

ℎ                           
   ( )

 ( )
 ℎ   

  (‎3.9) 

where: hmin is the lower limit of h and hmax is the upper limit of h and 

they defined by the following relation: 

 
ℎ   =     ( ) 

ℎ            =        
(‎3.10) 
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Where g is the drift factor which responsible for drifting the algorithm 

from exploration to exploitation and it is donated by:  

  ( ) =       (
 

2
 

 

    
)  (‎3.11) 

σ(t) in (‎3.9) is called length scale and its given by: 

  ( ) = ‖      ( ),
∑       ( )       

 ( )
‖  (‎3.12) 

where kbest is the first k atoms which have the best index values. The 

total force exerted to i
th
 atom can be considered as summation of random 

weights acted from other atoms at the i
th
 one as given below. 

   
 ( ) = ∑         

 
       ( )  (‎3.13) 

Where d is refers to dimension. randj is random number in [0,1] 

 

3.3.2.2 Constraint force 

The geometric constraint in molecule is very important as its affect 

atomic motion. To approximate this geometric constrain we can say that every 

atom in ASO has covalence bond with the best atom. This constrain can be 

donated by the following relation: 

   ( ) = [|     ( )          ( )|
2    ,    

2 ]  (‎3.14) 

where 

        ( ) : is the position of the best atom at the t
th
 iteration 

  ,    
  : is a fixed bond length between atomi and atombest  
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This means that every atom is under stress strength of the best atom. So 

at iteration t, the constraint force on atom i by the best atom can be given by 

the following equation: 

 
  
 ( ) =   ( )   

 ( ) = 

   ( )(     
 ( )          

 ( ))  
(‎3.15) 

where λ(t) is Lagrangian multiplier, making replacement  of (  ( )
 
→   ( ) ) then (‎3.15) is equal to : 

   
 ( ) =  ( )(        

 ( )       
 ( ))   (‎3.16) 

The Lagrangian multiplier can be given by the following relation: 

  ( ) =    2      ⁄
   (‎3.17) 

where β is weight multiplier 

 

3.3.2.3 Atomic acceleration 

The result of both of Constraint force and interaction force on an atom 

will be acceleration. (‎3.3) can be written as: 

   
 ( ) =

  
 ( )

  
 ( )

 
  
 ( )

  
 ( )

   (‎3.18) 

where   
  is the mass of i

th
 atom in d

th
 dimension and can be given by: 

   
 ( ) =

  ( )

∑   ( )
 
   

   (‎3.19) 
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where  

   ( ) =  
(       ( )     ( )) (        ( )        ( ))⁄

   (‎3.20) 

where 

       ( ) : best atom fitness value at the t
th
 iteration 

        ( ) : worst atom fitness value at the t
th
 iteration 

 

3.3.2.4 Atom velocity and position 

The speed and position at iteration (t+1) for i
th
 is given by the following 

equations respectively as follows: 

     
 (   ) =       

     
 ( )    

 ( )   (‎3.21) 

      
 (   ) =       

 ( )      
 (   )   (‎3.22) 

 To improve the exploration for ASO at start of running atoms have to 

interact with as many of K best of neighbor atom as possible. 

 To improve the exploitation for ASO at end of running atoms have to 

interact with as few neighbor atoms (K) with better fitness as possible. 

Value of K can be given be the below relation:  

  ( ) =   (   )  √
 

    
   (‎3.23) 

The flow chart of ASO is given at Figure ‎3-2. Researchers have implemented 

ASO to solve engineering problem. A digital beam forming tuned by ASO is 

presented in [63]. In [64] a single area linear LFC is tuned   by ASO. 
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Figure ‎3-2 ASO flowchart 
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3.3.3 Artificial bee colony (ABC) 

Honeybees have one of the most interesting behaviors in insect 

kingdom, not only in foraging, but also in memorizing, learning, and 

information sharing. ABC is swarm-based meta-heuristic algorithm that 

mimics the interesting behaviors of bee colony swarming around 

their hive and searching for nectar. The ABC algorithm searches for a solution 

to the optimization problem in the same way that bees search for a food 

source. ABC algorithm is firstly proposed by Karaboga in 2005 [65], and a 

performance test for ABC algorithm is investigated by the same author in 

2007 [49]. Since the ABC algorithm contains a general set of executable 

processes, it has been implemented in different optimization problems [66]–

[71].  The key benefit that make ABC algorithm special is that it performs 

both a global search and a local search in all iterations, therefore the chance of 

finding the best solutions is greatly increased, and it also efficiently avoids 

local optimum to a large extent. The model of ABC algorithm classify the 

foraging honey-bees into three categories: employed bees, onlookers and 

scout bees. The optimization solution and its fitness value are represented as 

food sources location, its amount of nectar and the ease or difficulty of 

extracting this food. In the beginning, the foraging process is initiated in a 

colony by scout bees which are unemployed ones. Scout bees will explore the 

area searching for food resources by moving randomly. When they return 

from their foraging trip to their hive, they will communicate, share 

information and recruit other bee by performing a waggle dance in an area 

called a dance floor located at the entrance of the hive. Onlooker bees are the 

bees which waiting in the dance area. They collect information about both of 

discover and new food resources from employee bees and scout bees. This 
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information’s‎ are about nectar amount, the distance of food source and the 

direction for it. If the food source discover by scout bees is rich, the scout 

bees are selected and classified as employed bees.  After performing waggle 

dance, the employed bees exit the hive to fetch nectar with a number of bees 

that were waiting in the dance area. The number of onlooker bees allocated to 

nectar fetching is determined by the overall quality of the nectar and the 

amount of visual information they get from employee bees. When employed 

bees return with nectar to the hive onlooker bees will take a load of the nectar 

to food storing area, by doing this good quality food source are exploited and 

the number of employed be their will increase. So the scout bees are the ones 

who are responsible for exploration part and both of employee and onlooker 

bees are responsible for exploitation part and both of exploration and 

exploitation can be taken place at same time. When the food source is 

exhausted, the assigned employee bees to that source will abandon it and 

become scout bees, so they abandon the exploitation and start exploration. 

ABC algorithm can be divided into the following main steps: 

 

3.3.3.1 Initialization 

In ABC algorithm, solution to an optimization problem is represented 

as a position to food source (x). Food source are randomly distributed at 

search space (s) at initialization stage. Food source (x) is given as D-

dimension parameter vector which can be written as follows: 

   = [  
1   

2   
1    

 ] (‎3.24) 
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 Population size (N) plays a significant rule in the fitness of the found 

solutions for the problem. The total number of food sources for an N-

population size and D-dimension is donated by: 

 ∑∑   

 

  1

 

  1

 (‎3.25) 

Cost function or fitness value for food sources is evaluated after 

initialization to determine which food source is better. A food source with 

lower cost function means it have better value (better solution). 

 

3.3.3.2 Repeated process 

This are repeated iterations until requirement conditions are met and 

they divided in to: 

Step 1 Exploration (scout bees): scout bees explore every food source xij 

in the search space (S). this exploration process is given by the 

following relation:  

   
 
=     

 
 (    

 
     

 )    ( , ) (‎3.26) 

Where 

    
 

 
: is the lower limit boundary for search space (S) for 

dimension j 

    
 

 
: is the upper limit boundary for search space (S) for 

dimension j 
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(‎3.26) will restrict the exploration and population spread to be 

in (S) search place so the probability of scout bee to leave the search 

area will be reduced xij S. 

Step 2 Exploitation (employee bees): scout bees are selected as 

employed bees after exploring food sources. Employed bees 

randomly perturb to the nearest neighbor, this can produce position 

modification (solution) if the tested new nectar is better (better 

fitness) it will memorize the visual information of the new position 

and forgets the old the previous one. Else it will memorize the 

location of the previous one.  As mentioned before, after employed 

bees complete fetching they return to dance area in the hive to share 

the information about food source by this way they can recruit new 

employed ones   from onlooker bees.  

Step 3 Exploitation (onlooker bees): an onlooker bee will compare the 

information’s‎shared‎by‎employed‎bees‎about‎food‎sources‎to‎decide‎

which source it goes after. It selects a food source with a probability 

related to its nectar amount. This method, called roulette wheel 

selection method it can be given by the following relation: 

  (  ) =
   (  )

∑    (  )
 
  1

 (‎3.27) 

Where 

   (  ) : is the fitness value of the solution i 

Onlookers bees also modify the food position by similar way as 

employed ones it check the nectar amount (fitness) of candidate 

sources and if it is better it will forget the old one and memorize the 
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new one. ABC algorithm uses the following relation in order to get 

candidate solutions: 

   
 

   
=   

   (  
    

 ) (‎3.28) 

  

Where k {1,‎ 2,‎ ….,‎ N} and j {1,‎ 2,‎ ….,‎ D}. k is randomly 

selected in the mentioned range but it has different number from i. α 

is a random number which lies in the interval [-1,1]. As the 

difference between   
  and   

  decreases, the changes in the food 

source will be reduced. This reduction in step size will help to 

converge the solutions as the optimal solution is approached. 

Step 4 Abandoned food sources:  honeybees abandon any exhausted 

food source. In ABC algorithm there is a certain number of iteration 

limit for‎ food‎ source‎ to‎ improve‎ and‎ if‎ it‎ hasn’t‎ improved‎ in‎ this‎

limit it will be abandoned and will be replaced by a new one which 

are randomly generated by scout bees.     

3.3.3.3 Stopping Criterion 

The repeated process of ABC algorithm will come to an end when the 

ABC algorithm reaches its stopping criterion whether it a max iteration 

number or fitness value one. 

A flow chart for ABC algorithm is show in Figure ‎3-3. 
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Figure ‎3-3 ABC flowchart 
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3.3.4  Grey wolf optimization (GWO) 

3.3.4.1 Inspiration 

GWO is swarm-based meta-heuristic optimization algorithm. GWO 

algorithm is firstly proposed by Mirjalili et al in 2014 [72]. a brief literature 

review is  also presented in [73]. Since the GWO has high performance in 

challenging search spaces, it has been implemented in different optimization 

problems for both of AGC and LFC [74]–[77]. GWO algorithm got its 

inspiration from the intellectual hunting method of grey wolfs. Grey wolf are 

social hierarchy animals which belongs to Canidae family. Grey wolves 

usually live in packs in the range of 5 to 12 individuals they are also apex 

predators (at the top of food-chain) in their habitats.  As strict hierarchy 

animals, grey wolf packs have leaders or so-called (alpha) which are males 

and females. As hierarchy animals the pack of grew wolves obey alpha 

leaders in their decisions about hunting, sleeping place and time, etc. The 

alpha wolf is also titled as the dominant wolf as its orders should be followed 

by the pack, the entire pack also hold its tails down in gathering as 

acknowledgement for their alpha.  Although, it has been observed that 

sometimes the alpha pack leader will follow other pack members showing 

what looks like some sort of democratic behavior as well. Gray wolves differ 

from other pack animals in that alpha wolves are not necessarily the strongest 

in the pack. While alpha wolves are at the top of the hierarchy, beta category 

wolves are present at the second level of the hierarchy. They are they second 

in command after alpha wolves, they respect alpha as the rest of pack 

members, but also command the other lower level in the hierarchy. Beta 

wolves can be male or female ones. They help alpha wolves in decision 

making as well as other group actions. Beta wolf plays as an advisor to the 
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alpha and discipliner for the pack. They support‎alpha’s‎commands and gives 

feedback to the alpha. The beta wolves are the best candidate to replace any 

alpha one in case of the alpha wolves passes away or becomes very old. The 

lowest level in the hierarchy of grey wolves packs are omega wolves. They 

are the last wolves to be allowed to eat in the pack. They obey all other 

hierarchy level wolves. They play the role of scapegoat. They are responsible 

of venting all violence and frustrations for all wolves in the pack. What has 

been observed by researchers on internal fights and aggressive action in case 

of omega loss confirms this point. So after all omega wolves are important in 

the pack because their help brings satisfaction to the pack and their existence 

maintains the hierarchical structure, they can also be babysitters in some 

cases. The remaining wolves which are not alpha (α),‎beta‎(β)‎or‎omega‎(Ω)‎

are called delta (δ) or subordinate in some references. Delta wolves obey 

alpha and beta wolves, but in the same time they control the omega ones. 

Deltas are so important for the pack as they play several rules. Scouts, elders, 

hunters, sentinels, and caretakers are the rules that Delta Wolves play. Scouts 

are responsible for discover the surrounding areas, watching borders of the 

territories and warring the rest of pack for any dangers. Elders are veteran 

wolves who use their experience to attack prey or any enemy targets. Elders 

are candidates for alpha and beta. Hunters provide assistance to alpha and beta 

wolves in the hunting to provide food for the pack. Sentinels are the one who 

is responsible for security, guarding and protecting of the pack. Finally the 

caretaker’s‎job‎is‎to‎take‎care‎of‎ill,‎wounded‎or‎weak‎individuals‎in‎the‎pack.‎

Hierarchy of grey wolf is shown in Figure ‎3-4. Grey wolf packs not have 

interesting social hierarchy only, but also remarkable hunting behaviors.   
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Grey wolves hunting behaviors are divided into the following phases: 

 Tracking, chasing, and approaching the target 

 Encircling the target   

 Attacking the target 

 

Figure ‎3-4 Hierarchy of grey wolf 

 

3.3.4.2 Mathematical model and algorithm 

Mathematical modeling for GWO algorithm of both of social hierarchy 

and hunting techniques (tracking, encircling, and attacking the prey) is 

presented in this section: 

I. Social Hierarchy 

GWO algorithm mimics the social hierarchy of grew wolves solution is 

represented as individuals of the pack.  The best solution is donated by Alpha 

Alpha (α) 

Beta‎(β) 

Delta‎(δ) 

Omega‎(Ω) 
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(α), the second best solution is donated by Beta‎(β), and third best is donated 

by Delta‎ (δ). Therefore, the rest of solutions which are considered least 

important are donated by Omega‎(Ω). 

II. Encircling prey  

Encircling pries is one of the unique hunting behaviors adopted by 

many predator animals which live in packs as grey wolves.  This behavior can 

be represented by the following relation: 

  ⃗⃗ =       ( )    ( ) (‎3.29) 

   (   ) =    ( )      ⃗⃗⃗⃗⃗⃗  (‎3.30) 

   =       1     (‎3.31) 

   =     2 (‎3.32) 

where 

  : Current iteration  

    : Position vector of the prey  

    : Position vector of the grey wolf  

    : Vector that linearly decrease from 2 to 0 over the course of iterations 

  1,   2 : Random vectors in [0,1]  

To give a brief description for (‎3.29) and (‎3.30), we can say if we have 

a 2D search area and a grey wolf located in (x, y), this wolf updates its 

location according to its prey location (x
*
, y

*
). It can reach different places 

relative to its current location by adjusting both of vector (A) and vector (C) 
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values as shown in Figure ‎3-5. As seen it can update its location at any place 

around its prey randomly. 

 

Figure ‎3-5 2D position vectors and encircling target 

 

III. Hunting  

The hunting is usually guided by the alpha, sometimes beta and delta 

will participates.  At the start of the algorithm it have no idea where its prey 

location (optimum). Simulating the hunting behavior, GWO algorithm will 

suppose that the best candidate solution is the alpha and the second two best 

one are beta and delta. GWO will save the best three solutions and will update 

the other least important solutions (omega) according to the first three best 

ones. This can be donated mathematically as follows: 

 
 ⃗⃗  =   1     ( )    ( ),  ⃗⃗  =   2     ( )    ( ) 

 ⃗⃗  =        ( )    ( ) 
(‎3.33) 
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  1( ) =    ( )    1   ⃗⃗   

   2( ) =    ( )    2   ⃗⃗   

   ( ) =    ( )       ⃗⃗   

(‎3.34) 

    (   ) =
  1( )    2( )     ( )

 
 (‎3.35) 

Figure ‎3-6 gives visual explanation of how GWO algorithm searches 

for optimum solution in 2D search space. We can see that omega will update 

its location to a random new location defined by the positions of alpha, beta 

and delta. 

 

Figure ‎3-6 GWO algorithm position updating 

IV. Attacking phase (exploitation) 

The hunt phase is finished when grey wolves start to attacks its prey. In 

GWO this is represented by decreasing the value of    so    will decrease as 

well since it is in the interval [-2a, 2a] and    value is decrease over the course 
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of the iterations from 2 to 0. when     reaches values that lies in the range of -1 

to 1 at this point the next position of the individual can be in any position 

between its current position and the position of its current prey but as    value 

decrease past this point (| |   ) then the wolf individual will start attacking 

its prey (exploitation). 

V. Searching phase (exploration) 

Any predator animal need to have good searching methods and instincts 

to find a prey as this is necessary to its survival. For grey wolves the pack will 

start its search according to alpha, beta and delta locations. This phase is 

contrary to the attacking phase in the GWO algorithm, where the individuals 

in searching phase will diverge instead of conversion in the attacking phase. 

The mathematical relation in searching phase is opposite to that one in the 

attacking phase where | |    in the searching phase. This value of A which 

greater than one and less than negative one will force the wolf individuals to 

diverge from each other for the sake of finding a fitter prey (solution). There 

is also another factor in GWO algorithm that strengthen the exploration 

process and that is vector    from (‎3.32) it is obvious that it ranges from 0 to 2 

as  2⃗⃗  ⃗ is equal to [0, 1]. Since the value of this vector is random, it is obvious 

from (‎3.29)  that it gives randomly weight for the pray which have 

stochastically effect that can give emphasis to prey in defining the distance for 

c >1 or the opposite where it deemphasize the effect of prey in defining the 

distance. Search process in GWO algorithm is started with creating random 

population (solution), then these solutions is evaluated to decide alpha, beta 

and delta. The rest of solutions will updated by the phases that mentioned 

before until stop criterion is met.  Flow chart is shown in Figure ‎3-7. 
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Figure ‎3-7 GWO flowchart 
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3.3.5  Mayfly optimization algorithm (MOA) 

3.3.5.1 Inspiration 

Mayfly is an aquatic insect that classified in the order of 

Ephemeroptera. The order Mayflies belongs to an ancient group of insects 

that contains dragonflies and damselflies, this ancient group called Paleoptera. 

There are over three thousand species of mayflies in the world. As it is 

widespread all over the world, it has more than one name, it can be called 

shadflies, fish-flies, or up-winged flies. Mayfly got its name from the fact they 

appear mostly during May in the UK. Mayfly share a number of traits that 

probably‎was‎in‎the‎first‎flying‎insects‎such‎its‎wings‎that‎don’t‎fold‎over‎its‎

body and its long tail. They hatch as aquatic nymphs from egg state and spend 

several years growing as its immature aquatic nymphs. They pass through a 

number of molting and increasing in size each time. When they complete their 

growth they will ascend to the surface as adults. The adult Mayflies have a 

short lifespan that can only last a few days. Therefore, the adult mayflies have 

little time to reach their final goal of reproducing. Mayfly adults gather 

together in swarms which lie above water surface by few meters performing a 

nuptial dance to get the attention of female and attract them.  When male 

mayflies perform the nuptial dance they will go through up and down pattern 

of movement. Female mayflies get attracted to the unique movement pattern 

of male mayflies and fly to it. Mating duration is small, it can last just few 

second and after it is done the female will drop its egg onto the water surface.  

Those eggs will be the future nymphs and this is how mayfly life cycle goes 

on.  
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Mayfly optimization algorithm is a recent swarm based meta-heuristic 

algorithm that got hybrid characteristics combines major advantages from 

particle swarm optimization (PSO), firefly optimization algorithm (FA), and 

GA.  MOA algorithm is firstly proposed by K. Zervoudakis et al in 2020 [48]. 

It got its inspiration from the interesting social behaviors of mayflies and 

especially from nuptial dance and mating process.   Although MOA  not only 

combines major advantages of  PSO, GA, and FA ,but also has high 

performance, it has been implemented in fewer optimization problems  [78]–

[81] compared to some of the other algorithms and this is probably due to its 

recent publication. MOA assume the mayfly hatches into adult stage directly 

and it also have assume that the fittest mayflies will survive regardless of how 

many iteration it live. The location of each mayfly represents a candidate 

solution. The steps of MOA are as follows: 

3.3.5.2 Initialization 

At the start of the algorithm, two sets of mayflies (solutions) are 

generated randomly, one for the population of male mayflies and the other for 

the female population. Since each mayfly is placed by a random way in the 

optimization problem search space, each of them is considered candidate 

solution vector with a D-dimension where x vector gives the location of male 

may flies and y is for female ones as follows: 

 
  = [  

1   
2   

    
 ] 

  =  , , ,   ,   
(‎3.36) 

 
  = [  

1   
2   

    
 ] 

  =  , , ,   ,   
(‎3.37) 
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The performance of each solution will undergo an evaluation based on 

a predefined fines function. The corresponding change of mayfly position is 

donated by velocity v which is a vector of a D-dimension shown below: 

 
  = [  

1   
2   

    
 ] 

  =  , , ,   ,   
(‎3.38) 

The flying direction of each mayfly is depending on the dynamic 

interaction between individual and social (global) flying experience. Since 

each mayfly in MOA is adjusting its trajectory by taking into consideration 

both of personal best position pbest and the best position attained so far by any 

of mayflies in the swarm gbest.  

3.3.5.3 Male mayflies movement  

As mentioned above, the male mayflies congregate in swarms above 

the water surface. Each mayfly position is adjusted according not only due to 

its own position, but also due to its neighbors positions. Assume the position 

of male mayfly i at time iteration t is donated by   
  the position change at the 

next iteration will depend on both of the velocity of the mayfly and the 

previous location as follows: 

    
  1 =    

    
  1 (‎3.39) 

where 

  : Current iteration  

   
 

 : Is the position of mayfly i  at dimension j  

   
  : Is the velocity of mayfly i  at dimension j  
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The velocity    
  can be donated by the following relation: 

 
   
  1 =    

   1 
    

 
(           

 )

  2 
    

 
(           

 ) 
(‎3.40) 

where 

 1 : Personal learning coefficient  

 2 : Global learning coefficient  

  : fixed coefficient 

  
  : Personal Cartesian distance between xi and pbest  

  
  : Global Cartesian distance between xi and gbest  

Both of rp and rg can be calculated from the following relation: 

 ‖     ‖ = √∑(       )
2

 

  1

 (‎3.41) 

One of the essential parts of MOA is the nuptial dance which is in up 

and down pattern. Consequently the best mayflies have to change their 

velocities continually, this velocity can be calculated from the below relation: 

    
  1 =    

      (‎3.42) 

where 

  : nuptial dance coefficient 

  : random value in range of [-1, 1] 
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3.3.5.4 Female mayfly movement 

Female‎ mayflies‎ are‎ not‎ similar‎ to‎ the‎ male‎ ones‎ where‎ they‎ don’t‎

gather in swarms. They instead fly toward male swarms to breed with them. 

The female mayfly movement can be represented by the following 

mathematical relation: 

    
  1 =    

    
  1 (‎3.43) 

Female mayfly updates its location according to the Cartesian distance 

between itself and males. The attraction between male and female is done 

according to their objective function. Since the first best male is mated with 

first best female and the second male is matted with second best female and 

so on. Female movement velocities can be calculated as follows: 

    
  1 = {

   
   2 

     
 
(   
     

 )      (  )   (  ) 

   
                                      (  )   (  )

 (‎3.44) 

where 

 2 : positive attraction coefficient  

   
  : Cartesian distance between male and female  

  : fixed coefficient 

   : Random walk coefficient used when a female is not attracted to a male 

so she flies at random 

  : random value in range of [-1, 1] 
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3.3.5.5 Mating of mayflies 

In this part one parent is selected from male mayfly population and the 

other parent from female mayfly population. Parent selection is based on the 

same method as mating when the female mayfly attracts the male mayfly. 

Although the mating process is not only based on fitness function but also can 

also be random selection. Consequently the best female mayfly is mated with 

the best fitness male mayfly and the second best female mayfly is matted with 

the second best male mayfly and so one. After mating of the couple of male 

and female mayflies they will produce two offspring which have the 

following relation: 

 
           =        (   )         

           =          (   )       
(‎3.45) 

where 

  : random value within specific range 

male : is a male parent 

female : is female parent 

 

One of the off springs will join the male population and the other one of 

the off springs will be supplied to female population. It should be noted that 

the initial speeds of the off spring are set to be zero. The select of male and 

female can be random or based on fitness. Then worst solutions will be 

replaced best new ones and the algorithm repeat the above steps until stopping 

criterion are met. MOA flow chart is shown in Figure ‎3-8. 
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Figure ‎3-8 MOA flowchart 
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 Chapter  4  PID and FOPID based load frequency 

controllers 

4.1 Introduction 

This chapter starts by describing the controller function in any 

controlled systems.  Controller mechanisms in systems aim to minimize the 

difference between both of the desired value or so called set point and the 

actual value. Controllers are considered a fundamental part for many various 

applications in our life as it is essential to be used for all complex control 

systems.  

Before introducing the various controller classifications in brief, it is 

important to identify controller usages in the controlled systems. The key 

usages of the controllers can be: 

 Decreasing the steady state error (%e) to enhance the steady state 

accuracy. 

 Enhancing the stability of system. 

 Decreasing the noise signals effects created thru the system. 

 Reducing the system maximum overshoot. 

 Enhancing the response speed of an already slow over damped 

system. 

The types of the controllers can be divided into continues controllers or 

discontinues ones: 

I. Discontinues controllers:  the controlled variables varied 

between discrete values, Where the controller output will be 
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discontinues although the input can be continues. This type of 

controller can be a two position controller, a three one or even 

a multi position controller this depend on how many different 

states it has.  ( ‎4.1) is an example of two-position controller 

which can be represented in Figure ‎4-1. (‎4.2) is an example of 

three-position controller and its response is shown in 

Figure ‎4-2. An example of this type of controlled is sliding 

mode controller SMC. Figure ‎4-3 shows a two-position 

controller block diagram. The output signal in the case of 

discontinues controller will not demonstrate smooth variations 

according to the generated controller signal but it will show 

fluctuation which vary from one value to another one.  

  ( ) = {
                  1
                  1

 ( ‎4.1) 

 

 

Figure ‎4-1 Two-position on/off discrete controller 
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  ( ) = {

                                    1
                       1     2
                                 2

 (‎4.2) 

 

 

Figure ‎4-2 Three-position on/off discrete controller 

 

 

 

 

 

Figure ‎4-3 two-position controller block diagram 

 

II. Continuous controllers: The key feature of these type 

controllers is that the controlled variable or so-called 

manipulated variable can have a range of values which is 

limited by the controller range of output. An example of 

continuous controllers is PID controller.  
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The controllers design is ordinarily established using classic control or 

modern one. Both of classic and modern control can include the following 

approaches which are adaptive [82], optimal [83], nonlinear [84] and robust 

approach.  Implementing one of the mentioned approaches will communally 

have the requirement of describing the system in a rigid mathematical 

relation.   

In adaptive control approach the controller have to adapt with system 

parameters variation or even initially uncertain parameters. Adaptive and 

Robust methods are considered two complementary methods which deal with 

system uncertainties. Although the adaptive control approach is different from 

the robust one. The different between the two is that adaptive one doesn't have 

the necessity for pre-information about the boundary of time varying 

parameters. In the contrary with adaptive approach which makes changes in 

the control law by itself, robust methodology guarantees that‎we‎don’t‎ need‎

change the control law if the parametric changes within pre-defined values. 

Consequently we can say that a robust controller has a constant gain which 

can be insensitive to predefined parametric variations. In the other hand 

adaptive control is not fixed toward uncertainties and it reduces the 

uncertainties through estimations of parameters. So the laws of adaptive 

control in the system can be driven via certainty equivalence principle, which 

can lead into difficulties if the estimated model were inaccurate. Robust and 

adaptive control can be combined to gain the benefits of both of the 

methodologies. K.  J. Astrom and et.al in 1986 introduced different ways to 

combine both of robust and adaptive controls in [85]. 

Optimal control in the other hand has a huge difference between it and 

robust control. Since optimal control emphasize the performance index and 
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seeks to optimize it. Whereas the robust control mentioned above was 

concerned with enhancing the stability of the control against parametric 

uncertainties within a predefined range. Another point of difference between 

optimal and robust is that optimal controls treat the system model as if it were 

perfect, which can lead to not having an optimal controller in the case of an 

imperfect model, not only that but also it is optimal only for the specified cost 

function that is provided to it. For an example LQ optimal control will be only 

truly optimal for a quadratic cost function and complete linear system which 

is unlikely occurs. In the contrast with optimal robust control assume system 

model is imperfect.   

4.2 PID controllers 

Proportional, Integral, Derivative (PID) or so called three term 

controller is the most used controller in the industry. It is used also on many 

various engineering problems and applications. Not only some can consider it 

a main control tool, but also it has been considered by researchers in many 

scientific articles [86]–[90]. Consequently, PID controllers have undergone 

numerous advances and changes over the last decades.  It can be an 

input/output module contained in programmable electronic device, a 

dedicated hardware, or ordinary service routine as a part of the supervisory 

system software. Some of reasons that made PID famous: 

 Simple in structure. 

 Easy to implement. 

 It has easy to understand principle of operation. 

  It has robust performance over a range of operation conditions.  
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4.2.1 Formalization  

In Parallel Structure it can be expressed as follows: 

   1 =
 ( )

 ( )
=      

 

 
     (‎4.3) 

   2 =
 ( )

 ( )
=   (  

 

   
    ) (‎4.4) 

 

where 

 ( ) : is the control signal 

 ( ) : is the error signal 

   : is the proportional gain 

   : is the integral gain 

   : is the derivative gain 

   : is the integral time constant 

   : is the derivative time constant 

Figure ‎4-4 shows Parallel PID controller block diagram. There is also 

another relation which describes the control signal as three-term as follows: 

 
 ( ) =    ( )    

 

 
 ( )      ( ) 

 ( ) =   ( )    ( )    ( ) 

(‎4.5) 
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Figure ‎4-4 Parallel PID controller block diagram 

The three-term features include: 

 Proportional term: delivers a global control action relative to the 

error signal.  

 Integral term: provides steady state error reduction via low-

frequency compensation. 

 Derivative term: provides an improvement to transient response  

We can consider PID controllers as an extreme form of phase lead-lag 

compensators. In the following section a brief review of PID terms will be 

introduced and its effect in the overall stability.  

4.2.2 Proportional controller  

The output signal of this term is proportional to the input signal which 

is system deviation or so called error signal.  Consequently, when the system 

deviation is big this will result in big manipulated variable. So on for small 

system deviation will result in small manipulated variable value. It can be 

deduced that in the ideal state the P controller time response is exactly same 

as the input but amplified as seen in Figure ‎4-5.  
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Figure ‎4-5 Proportional controller input/output response 

We can represent the relation which exists between the input error and 

controller output as linear relation as follows: 

  =        (‎4.6) 

where 

  : is the control signal error 

   : controller output in case of no error 

One of major problems that face P controllers is that it produces Permanente 

residual error which known as offset error which shown in Figure ‎4-6.   

 

Figure ‎4-6 Offset error in Proportional controller 
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At last, it can be said that P controller term has the following advantages: 

 It adds stability to the gain and improves the overall system stability. 

 It has simple construction. 

 It can reduce the disturbances to the signal. 

It also has the following disadvantages: 

 It produces the offset error (constant steady state error). 

 It can lead to instability if the gain is too large. 

 It has sluggish response. 

4.2.3 Integral controller 

The Integral controller term will integrate system deviation. Therefore 

its action is proportional to system deviation. Since the rate of change of 

manipulated variables not its value is proportional to system deviations. The 

integral controller output can be represented by positive slope line which 

increases continuously for sudden positive step in system deviation as shown 

in Figure ‎4-7. 

 

Figure ‎4-7 Integral controller input/output response 

It can be represented by the following mathematical relation: 

  ( ) =   ∫ ( )    ( ) (‎4.7) 
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In I controller when the system deviation increase the manipulated 

variable will steeply increase. So when system deviation is large the 

manipulated variables will change fast. But in the other hand if the system 

deviation becomes smaller the manipulated variables will change in slow rate 

until equilibrium is met. Therefore, it is not suitable for the integrated 

controller to fully compensate for the remaining system error. Hence, a pure 

integral controller may be unsuitable for most controlled systems because it 

can not only cause oscillations for the closed loop, but it can also have a very 

slow response in the case of long response systems. 

4.2.4 Derivative Controller 

The derivative controller term will differentiate system deviation. The 

controller output in the case of derivative type is governed by the rate of 

change for system deviation. It can be represented using the below relation:  

  ( ) =   
 

  
 ( ) (‎4.8) 

Therefore, it can be concluded that every rate of change for system 

error can yield significantly different output controller value. Derivative 

action provides a significant correction to the output before it reaches to large 

values. This action can provide phase lead which offset phase lag produces 

from integral action, it also accelerate the recovery from the disturbances in 

the loop.  

It can be seen that every mode can involve in the overall system 

response by one way or another. Table ‎4-1 shows Effect of increasing kp, ki, 

and kd individually.  
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Table ‎4-1 Effect of increasing kp, ki, and kd individually 

          

Rise time Decrease  Small decrease  Small decrease 

overshoot Increase  Increase Decrease 

Settling time Small increase  Increase Decrease 

Steady state error Decrease Large decrease Small change 

stability degrade degrade Improve  

 

For the sake of virtually none of these modes used individually. Thus 

an arrangement of these modes is used (PI, PD, and PID). 

4.2.5 Tuning methodologies for PID controllers 

To have a suitable tuned PID controller it has to fulfill the following 

objectives: 

 stability and stability robustness 

 Good transient response (settling time, rise time, steady state 

accuracy, and overshoot)  

 disturbance reduction and robustness against environmental 

uncertainties 

 Robustness against parametric uncertainties  and plant modeling 

Most of tuning methodologies focus its concentration in one object 

from the above or it can focus in a weighted combination of them. Tuning the 

PID controller means finding the prober value for the three controller 

parameters. The methodologies of tuning PID had been derived to decide the 

value of PID three parameters to acquire a controller with decent performance 
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and robustness. The different methodologies of tuning PID can be grouped 

according to their nature [86], [91], [92] as follows: 

4.2.5.1 Heuristic Methods 

In contrary with the rest of other tuning methodologies where certain 

values PID three parameters are obtained through data gathering and analysis, 

heuristic tuning methodologies follow general rules to achieve approximate 

results. Heuristic tuning methodologies are advanced from experiential try 

and error tuning. It is interesting to know that most of PID loops in industry 

have been tuned using Heuristic Methods. One famous example of these 

methods is Ziegler-Nichols method (Z-N) for tuning PID. It has been first 

introduced in 1944 by G. Ziegler and B. Nichols, et al.  In this method, both 

the ultimate gain of the proportional term and the ultimate period of loop 

oscillation would be determined using the following procedure: 

 Switch off both of integral and derivative mods, now we have 

Proportional mod only. 

 Increase or decrease the proportional mod gain until loop is 

reached to the point where it oscillates with constant amplitude. 

   Measure the time period of oscillation (T) 

After this we can set the controller parameters using Table ‎4-2.  

where 

  : Time delay 

  : Ultimate time period 

  : is equal to KL/T 
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Table ‎4-2 Z-N tuning table 

Controller type          

P 1/a  -  - 

PI 0.9/a 3L - 

PID 1.2/a  2L L/2 

 

4.2.5.2 Frequency Response Methods 

PID controller parameters are determined using Frequency-domain 

constraints as PM and GM. There are some researches published in this 

method as N. Chermakani et al. (2013) proposed a procedure to synthesis a 

PID controller with set point filter which based on frequency Response [93]. 

Another frequency response based tuning method using direct synthesis 

approach is proposed in [94]. 

4.2.5.3 Analytical Methods 

In this method PID parameters are deduced analytically via algebraic 

relations of the system and its transfer function using indirect performance 

measures such as pole placement, Internal Model Control (IMC) [95],  and 

lambda tuning which can be considered related to IMC as it uses pole-zero 

cancellation to attain the preferred closed loop response.  

4.2.5.4 Intelligent Optimization Methods 

 

Intelligent Optimization Methods can be considered as a special type of 

optimal control. In these methods PID parameters are acquired by numerical 

optimization for a pre-defined objective function. Different algorithms can be 



Chapter 4                                                   PID and FOPID based load frequency controllers 

81 

 

considered to tune PID controllers. As we saw in the chapter on meta-

heuristic algorithms, there are many PID controllers based on various 

algorithms. 

 

4.3 FOPID controllers 

Fractional order calculus is the part of the mathematics which deals 

with non-integer order integrals and derivatives.  Fractional order calculus can 

be considered much wider than the traditional integer order calculus. A 

generalization of FOPID Controller From point to plan is shown in 

Figure ‎4-8. 

 

Figure ‎4-8 Generalization of FOPID Controller 

Fractional-order proportional, integral, derivative (FOPID) controllers 

which are deduced using fractional order calculus can be considered a 

generalization of the conventional PID. It also considered an improvement for 

the traditional PID controllers as it offer more flexibility or so called degree of 

freedom. Since PID have only three parameters to adjust which is kp, ki and kd 

while in same time FOPID controller have five parameters to adjust instead of 
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three. However, this improvement and the extra degree of freedom comes in a 

price of having a much more complicated controller mathematics as well as 

complicated tuning methods. The concept of FOPID controller have been 

introduced by Podlubny et al. in 1997 [96].they demonstrated that FOPID 

have better response comparing with the classical PID. The parallel transfer 

function of FOPID controller which has been proposed by Podlubny is shown 

below: 

       =
 ( )

 ( )
=       

      
  (‎4.9) 

       =
 ( )

 ( )
=   (  

 

  
       

 ) (‎4.10) 

where 

 ( ) : is the control signal 

 ( ) : is the error signal 

   : is the proportional gain 

   : is the integral gain 

   : is the derivative gain 

   : is the integral time constant 

   : is the derivative time constant 

  : is the exponential of integral operator 

  
: is the exponential of the differential 

operator 

(‎4.9) can be represented in block diagram as follows: 
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Figure ‎4-9 Parallel FOPID controller block diagram 

 

To synthesis FOPID controller, the controller parameters (kp, ki, kd, λ, 

and μ) have to properly chosen.     

4.3.1 Definitions of Fractional Derivative and Integral  

To understand FOPID controller we have to define the fractional 

derivative and integral of non-integer order operator.  Let F(s) is the laplace 

transform of the function f(t) and we have zero initial condition time in the 

following equation: 

 
 

  
 ( ) (‎4.11) 

Consider the anti-derivative for the function f(t) is D
-1

 f(t) then the 

following can be concluded: 

   1 ( ) = ∫  ( )  
 

 

 (‎4.12) 
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The following equation can be concluded by performing repeated 

application for the operator 

   2 ( ) = ∫ ∫  ( )    
 

 

 

 

 (‎4.13) 

If we consider the x-y plane on which the integration takes place as, 

then instead of (‎4.13) we will obtain the following relation: 

   2 ( ) = ∫ ∫  ( )    
 

 

 

 

 (‎4.14) 

This can be represented in Figure ‎4-10. 

 

Figure ‎4-10 x-y integration plane 

(‎4.14) can be written as the next equation because f(y) is constant with 

respect to x : 

   2 ( ) = ∫ (   ) ( )  
 

 

 (‎4.15) 

By repeating the same operation we can obtain: 
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     ( ) =
 

 
∫ (   )2 ( )  
 

 

 (‎4.16) 

So D
-n

 operator for f(t) can be given as follows: 

 

    ( ) = ∫ ∫  ( )     
 

 

= ∫
(   )  1

(   ) 

 

 

 ( )   

(‎4.17) 

There are a number of different ways to define fractional order 

differential-integral operator   
 

 
  as its generalized form can be given as: 

 

   
 

 
  ( ) =

   ( )

[ (   )] 
 (‎4.18) 

Where α is a fractional order, a and t are the starting and ending 

limitation respectively.   
 

 
  can have the following cases: 

   
 

 
 =

{
 
 

 
 
  

   
                    

                          =  

∫ (  )      
 

 

     

 (‎4.19) 

It has already been mentioned that the fractional-order differential-

integral operator can be defined by several definitions, but they do not always 

lead to exact results because they usually give approximate results. In the 

following section, a brief review of the most important of these mathematical 

definitions is given. 
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4.3.1.1 Riemann-Liouville definition (RL), 1847 

From‎Cauchy’s‎formula‎for‎the‎repeated‎integrals,‎(‎4.17 can be written 

as follows: 

   
  

 
 =

 

 ( )
∫  ( )(   )  1  
 

 

 (‎4.20) 

Where Γ is the gamma function that was Euler's first step in the right 

direction in 1729 for fractional calculus. It can be given by: 

  ( ) = ∫    1     
 

 

 (‎4.21) 

It worth noted that Γ(n) = (n-1)! For n   N. From the integral 

definition where α<0 we can deduce the derivative definition where α>0 

as follows: 

 

  
 

 
 =   
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(   )    1
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(‎4.22) 

So the general Riemann-Liouville fractional order operator definition is: 
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(‎4.23) 
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4.3.1.2 Grünwald-Letnikov definition (GL), 1867 

This definition is started from the basic definition of derivative: 

  f( ) =    
 → 

(
 ( )   (  ℎ)

ℎ
) (‎4.24) 

Repeating the expression to drive high order definition as follow 
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=    
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) 

(‎4.25) 

By repeating the above steps, we can reach to the following relation: 

   
 

 
  f( ) =    

 → 

 

ℎ 
∑ (  ) (

 

 
)

[
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 ( ℎ   ℎ) (‎4.26) 

Where [(t-a)/h] is integer part and ( 
 
) is polynomial coefficient as follows:  
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(‎4.27) 
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4.3.1.3 Caputo definition (c), 1967 

 

   
 

 
 f( ) =

 

 (   )
∫

  ( )  

(   )    1
          

 

 

 (‎4.28) 

 

4.3.2 Stability  

The stability is the very essential and serious throughout the design of 

the control system. A continuous-time linear integer order system is stable if 

all of its characteristic polynomial poles have negative real parts. So when all 

poles are located in the complex s-plane left half side the system will be 

stable. In the other hand, fractional order stability, not determined by only the 

locations of the poles in the left half side. The characteristics equation of the 

fractional order can be given by  

 ∑  

 

   

 
 
 =   (‎4.29) 

Where‎ m‎ is‎ integer‎ and‎ α=1/m‎ and‎    .  Regional stability for 

Fractional‎order‎when‎0<‎α<1‎is‎shown‎in Figure ‎4-11. Regional stability for 

Fractional‎order‎when‎1<‎α<2‎is‎shown‎in Figure ‎4-12.  

 It‎can‎be‎seen‎that‎different‎values‎of‎α‎affect‎the‎stability.‎It‎can‎also‎

be‎noted‎that‎the‎region‎of‎stability‎in‎the‎case‎of‎0‎<‎α‎<1‎is‎greater‎than the 

region of stability of integer-order systems, while on the contrary the region 

of‎ stability‎ in‎ the‎ case‎ of‎ 1‎ <‎ α‎ <2‎ is‎ less‎ than‎ the‎ region‎ of‎ stability‎ of‎

integer-order systems. 
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Figure ‎4-11 Regional‎stability‎for‎Fractional‎order‎when‎0<‎α<1 

 

 

Figure ‎4-12 Regional‎stability‎for‎Fractional‎order‎when‎1<‎α<2 
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frequency response  of fractional terms such as Crone, Carlson, Chareff, 

Oustaloup approximation and  lately Modified Oustaloup approximation. In 

this thesis Oustaloup approximation is used.  

4.3.3.1 Oustaloup approximation 

Oustaloup approximation is based on the function approximation of the 

next form: 

  ( ) =   ,      (‎4.30) 

By the following rational mathematical relation: 

  ̂( ) =  ∏
      ́
      

 

  1

 (‎4.31) 

And by using the following set of mathematical relations: 

   ́ =     
(2  1  )  

 (‎4.32) 

   =     
(2  1  )  

 (‎4.33) 

  =   
 ,   = √      (‎4.34) 

 

4.4 Objective function for LFC 

The objective of a linear tuning problem will be to minimize or to 

maximize some arithmetical value. The objective function can indicate the 

contribution share of each variable to the optimization value to of the 

problem. In case of LFC, the objective function is used to minimize the error 

in both of frequency and tie line power. There are various objective functions 

such as integrated absolute error (IAE), integral square error (ISE), integral 

time weighted square error (ITSE), and integral time weighted absolute error 
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(ITAE). The mathematical relation of the mentioned objective functions is 

shown respectively below: 

    = ∫ |        |
    

 

   (‎4.35) 

    = ∫ (        )
2

    

 

   (‎4.36) 

     = ∫  (        )
2

    

 

   (‎4.37) 

     = ∫  |        |
    

 

   (‎4.38) 

 

4.5 Robustness test 

In general, testing robustness of systems that include every point of 

potential failure is difficult because of the vast quantity of possible 

uncertainties combinations. Since it require much time to be tested.   

4.5.1 Hermite-Biehler theorem 

Hermite-Biehler theorem can be used to test system robustness against 

parametric-uncertainties. If a real polynomial δ(s) is Hurwitz stable which 

mean that every root lies in the left half of plane, then Hermite-Biehler 

theorem states that this given real polynomial δ(s) must fulfill a definite 

interlacing property to be Hurwitz stable. A real n-degree polynomial can be 

written as the following relation: 

  ( ) =     1       
  (‎4.39) 

This can be rearranged as follows: 
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  ( ) =   ( 
2)     ( 

2) (‎4.40) 

 

where 

   : Coefficient of the even power of s 

   : Coefficient of the odd power of s 

 If δ(s)‎is stable then the following conditions must be fulfilled: 

I. all of the roots of   (  
2) and   (  

2) are real 

II. if both of    and  1 have the same sign 

III. interlacing property is satisfied for  non-negative real zeros of 

  (  
2)       (  

2) as follows: 

     1    1    2    2    (‎4.41) 

We can test the robustness of the system against the parametric 

uncertainties by modifying these parameters within a specified range, which 

will lead to having multiple values for each of the even and odd frequency 

bands. Then, the minimum and maximum values of each of the frequency 

bands of the polynomial of the system must fulfill the interlacing property if 

that system is robust against the parametric parameters in that range. 

 

4.6 Chapter summary  

Introduce the classifications of controllers and the main uses of 

controllers. Discusses different methodologies for formalizing and tuning the 

PID controller. It also provides a brief discussion on the definitions of FOPID, 
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stability and implementation. At the end of this chapter, various objective 

functions for the LFC problem are provided in addition to the discussion of 

the Hermite-Biehler theorem which can be used to test the robustness of the 

system against parametric uncertainties. 
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 Chapter  5  Application of FOPID-based load frequency 

control of nonlinear multi-area power systems via meta-

heuristic algorithms 

5.1 Introduction 

In this chapter, a comparative study between different meta-heuristic 

algorithms belonging to different meta-heuristic classifications is performed 

on a three-area nonlinear interconnected load frequency control power 

system, these algorithms are:   

 MOA, GWO, and ABC  which are swarm based 

 ASO which is physical based 

  GA which is evolutionary based  

A robustness test is also performed on the FOPID controller based on 

the best-executed algorithm to ensure that the system is robust against the 

parametric uncertainties.    

5.2 Simulation results 

The system used in this thesis is a Three-area controlled power system. 

Each of the three areas consists of FOPID controller, governor and a single 

reheat turbine. Areas are connected together using power lines which is called 

tie lines. The proposed system are nonlinear and include uncertainties such 

that each turbine has a limited generation rate constraint (GRC) which is 

equal to 3% p.u.MV/min, while the nonlinear performance of the regulator is 

described by its dead band (DB) and this dead band is equal to 0.036 Hz. 
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The delays imposed by the telemetry of the signal are also taken into 

account and is equal to 2 seconds. Step load perturbation (SLP) is used to 

stimulate the suggested System. The assumed SLP is not typical in the 

different areas, where a 0.02 p.u SLP is applied to areas 1 and 3. A low-pass 

filter with a corner frequency Fc=5 Hz is used to filter the ACE signal before 

being used by. System parameters are presented in appendix A and these 

parameters are quoted from [97].  The single line diagram for the proposed 

system is shown in Figure ‎5-1. The dynamic model of the system under study 

is shown in Figure ‎5-2. 

 

Figure ‎5-1 Single line diagram of the suggested three-area test system. 

The objective function used to compare between the proposed 

algorithms is ITAE which for three-area interconnected power system can be 

donated by the following relation:  

 
    = ∫  |  1    2        12    2 

    

 

   1 | 

(‎5.1) 

 

Load 1 

G1  

Load 2 

G2 
P12 

P23 
P13 

G3  

Load 3 
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Figure 5-2 Simulink model for three-area power system 
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ITAE is used to minimize both of frequency and tie line power errors. 

ITAE gives better results for this system and penalizes long duration 

transients. A system designed via this criterion displays well damped 

oscillations and minimal overshoots. Based on ITAE performance index the 

optimization problem can be stated as minimizing ITAE subjected to: 

 

  
         

    

  
         

    

  
         

    

  
         

    

  
         

    

 

(‎5.2) 

Where the minimum and maximum limits provided to proposed 

algorithms to tune the FOPID controllers are shown in  

Table ‎5-1 the minimum and maximum values limit of FOPID prameters  

provided to the proposed algorithms 

                

min 0 0 0 -2 0 

max 1 1 1 0 2 

Each of the four different meta-heuristic optimization techniques 

(MOA, GWO, ABC, and ASO) suggested in this thesis to optimally tune the 

parameters of FOPID controllers is performed for 100 iterations. After 

performing 100 the optimal parameters of fractional PID controllers computed 

using MOA, GWO, ABC, and ASO is shown in Table ‎5-2. 
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Table ‎5-2 Optimum values of FOPID parameters by MOA, GWO, ABC, and 

ASO. 

The cost function value for each of the performed algorithms is shown 

in Table ‎5-3.  

Table ‎5-3 MOA, GWO, ABC, and ASO ITAE cost function. 

Algorithm MOA GWO ABC ASO 

ITAE 17.66 19.115 22.115 54.052 

From the table, it is evident that MOA based FOPIDs have the best 

ITAE followed by GWO. The fitness function of MOA, GWO, ABC and 

ASO is shown in Figure ‎5-3, and as shown in the figure, GWO achieves better 

cost values than the rest of the algorithms executed in the first 27 epochs, 

followed by MOA, while ASO comes at last as it reach to the knee point after 

52 epochs. The MOA shows a good convergence which becomes the best 

after 27 epochs.  

 

Area algorithm              
A

re
a 

1
 

MOA 1 0.15027 0.00002 0.00749 1.89035 

GWO 1.0 0.14982 0.00012 0.28877 0.00375 

ABC 0.98174 0.12841 0.01398 0.28849 0.10325 

ASO 0.80867 0.12173 0.11262 0.31119 0.46511 

A
re

a 
2

 

MOA 0.99994 0.14528 0.05284 0.74014 0.00007 

GWO 1.0 0.08236 0.12046 0.34294 0.08490 

ABC 1.0 0.20012 0 1.0 0 

ASO 0.53672 0.07327 0.1282 0.54321 0.71907 

A
re

a 
3

 

MOA 0.9939 0.15344 0 0.39246 0 

GWO 1.0 0.08236 0.12046 0.34294 0.08490 

ABC 0.90787 0.17652 0 0.06689 1.7996 

ASO 0.59508 0.11102 0.00006 0.6596 0.40405 
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Figure ‎5-3 Fitness and iterations curve. 

 

As no typical SLP are assumed in different areas, illustrations of 

frequency deviations (  1,   2,    ) in the three-area is mandatory. GA-based 

integral controller results considering the same system presented in [98] are 

typically quoted and considered in following curves for the sake of 

comparison.  Figure ‎5-4 shows the frequency response in area 1, and as 

expected MOA has the best response followed by GWO, ASO comes at last 

where it have higher steady state value error and slower response, in the other 

hand GA-based PI controller failed to stabilize the system. Same results can 

be noticed in both of frequency deviation in area 2 which shown in Figure ‎5-5 

and frequency deviation in area 3 which shown in Figure ‎5-6.  
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Figure ‎5-4 Frequency response for Area 1. 

 

Figure ‎5-5 Frequency response for Area 2. 

 



Chapter 5  Application of FOPID-based load frequency control of nonlinear multi-area 

power systems via meta-heuristic algorithms 

102 

 

 

Figure ‎5-6 Frequency response for Area 3. 

 

 Table ‎5-4 gives a set of time domain specification (Settling time, 

settling maximum, settling minimum, peak time and peak values) using the 

proposed algorithms. Noticeably MOA-based FOPID controllers result in 

minimum settling time of about 14 sec in area-1, and 16 sec in area-2 

followed by ABC which gives minimum settling time of about 19 sec in area-

1, and area-2, while all algorithms give equal frequency undershooting. 

Figure ‎5-7 shows tie-line power response in area-1 MOA has the best tie-line 

response in the performed algorithms followed by GWO. Tie-line power 

response in area-2 is shown in Figure ‎5-8 while the tie-line response for area-

3 is shown in Figure ‎5-9.  
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Table ‎5-4 Settling time, settling maximum, settling minimum, peak time and 

peak values of the frequency response. 

 

 

Figure ‎5-7 Tie-line power response in area-1 

 

Area algorithm    second     

Hz 
    Hz 

   

second 

      

Hz 

1 

MOA 13.993 0.00456 -0.0035 4.2508 0.1727 

GWO 22.143 0.0077 -0.1733 4.2486 0.1733 

ABC 19.734 0.008 -0.0013 4.2759 0.17484 

ASO 48.375 0.0156 -0.1708 4.265 0.1708 

2 

MOA 16.24 0.00507 -0.0052 3.658 0.1785 

GWO 22.817 0.0078 -0.0049 3.669 0.1787 

ABC 19.108 0.0073 -0.1783 3.6582 0.17828 

ASO 49.146 0.0185 -0.0182 3.658 0.17876 

3 

MOA 19.273 0.00568 -0.0077 4.3492 0.17049 

GWO 23.691 0.0081 -0.0044 4.3438 0.1705 

ABC 18.249 0.0069 -0.0056 4.299 0.17037 

ASO 49.915 0.01741 -0.1707 4.339 0.17067 
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Figure ‎5-8 Tie-line power response in area-2 

 

 

Figure ‎5-9 Tie-line power response in area-3 
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Figure ‎5-10 displays the generation rate in area-1 and, as can be seen in 

the figure, GA reaches the saturation limit at 0.03 while the other algorithms 

are far from reaching this limit. 

 

Figure ‎5-10 Generation rate deviation for area-1. 

 

Generation rate deviation for area-2 and area-3 are shown respectively 

in Figure ‎5-11, Figure ‎5-12. Table ‎5-5 shows Control signal effort for MOA, 

GWO, ABC, and ASO, this table shows that ABC have the highest control 

effort followed by MOA. It can be concluded that the FOPID controller based 

on the MOA algorithm improves the dynamic performance of the system 

compared to other algorithms. 
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Figure ‎5-11 Generation rate deviation for area-2. 

 

Figure ‎5-12 Generation rate deviation for area-3. 
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Table ‎5-5 Control signal effort. 

 Area 1 Area 2  Area 3 
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5.3 Robustness test using Hermite-Biehler theorem 

 

In this part Hermite-Biehler theorem would be used to test system 

robustness against parametric-uncertainties. As aforementioned the tested 

system must fulfill a definite interlacing property to be Hurwitz stable. For the 

system under discussion, a robustness test is made with ± 10% error in the 

system parameters. Altering the parameters of the system in the stated range 

will result in several even and odd frequency bands values. If the minimum 

and maximum values of these bands have not crossed, the system will be 

stable. The minimum and maximum values of the frequency bands of the 

system polynomial are shown in Table ‎5-6. It can be noticed that the odd and 

even‎ frequency‎ bands‎ haven’t‎ crossed‎ so‎ it‎ can‎ be‎ concluded‎ that‎ the‎

proposed MOA based FOPID is robust against parametric uncertainties within 

± 10% error in the system parameters. 
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Table ‎5-6 Odd/even frequencies interlocking of the system polynomial. 

i 
        

i 
        

Min Max Min Max Min Max Min Max 

1 0.00898 0.009 0.018 0.019 11 4.061 4.084 4.144 4.212 

2 0.029 0.03 0.041 0.043 12 4.872 5.155 5.345 5.369 

3 0.055 0.058 0.073 0.077 13 5.461 5.61 6.691 7.245 

4 0.096 0.102 0.126 0.133 14 8.845 9.547 11.57 12.42 

5 0.164 0.173 0.217 0.228 15 14.97 15.97 19.25 20.39 

6 0.287 0.301 0.382 0.4 16 24.73 26.03 31.92 33.38 

7 0.508 0.532 0.672 0.704 17 41.57 43.18 54.72 56.47 

8 0.884 0.929 1.158 1.226 18 72.94 74.82 98.85 100.9 

9 1.52 1.622 2.008 2.161 19 137.88 140.2 203.16 206 

10 2.672 2.894 3.556 3.813 20 334.31 338.22 721.8 728.8 
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 Chapter  6  Conclusions 

6.1 Conclusions 

Frequency and voltage are two mandatory criteria which any quality of 

provided electric energy depend on it. This thesis research work focused 

primarily on the frequency control problem or so called load frequency 

control. The problem of LFC is considered as a very vital topic which 

concerned by many power system operation researchers. This problem can be 

summarized as choosing the proper controllers and the proper selection of its 

parameters.  Consequently, the appropriate tuning of controller parameters is 

mandatory to achieve acceptable performance.  The proper modeling of LFC 

system considering the realistic non-linarites of the system and testing the 

controlled system against parametric uncertainties is essential.  This thesis 

proposes recently MOA and popular GWO and ABC which classified as 

swarm-based algorithm, a recently ASO algorithm is also proposed in this 

thesis as part of physics-based algorithms. The mentioned algorithms are used 

to design FOPID controller which considered a generalized form of PID 

controllers but with more degree of freedom. A comparative study of the 

simulation study on the nonlinear multi-area power system is provided which 

is also includes typically quoted simulation results of the popular 

evolutionary-based algorithm GA applied to integral controllers using the 

same system. The performance of the proposed algorithms showed an edge in 

the favor of MOA in enhancing the dynamic performance of the system 

understudy, while the GA-based integral controlled failed to stabilize the 

system since the system consider GRC, DB, and  time delay. The robustness 
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test against parametric uncertainties which held on MOA-based FOPID 

controllers system showed that the system is robust against parametric 

uncertainties within predefined range. 

 

6.2 Contributions 

The contribution of this thesis can be summarized as follows: 

 The consideration of there-area interconnected power system which 

includes (DB, TD, and GRC) nonlinearities applied at the same time. 

 Applications of FOPID controllers in multi-area interconnected LFC 

power system. 

 Proposing and applying different meta-heuristic algorithms which 

belongs to the different meta-heuristic algorithms classifications 

including two recently algorithms MOA, ASO. 

 Providing comparative study considering GA-based integral controller 

and (MOA, GWO, ABC, and ASO) based FOPID controller on three-

area LFC control system. 

 Testing the best controller obtained (MOA) against parametric 

uncertainties using Hermite-Behlier theorem. 

 

 

6.3 Future work 

The below points are candidates for future investigations 

 Studying the robustness limit against parametric uncertainties 
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  Studying the stability limit of LFC system by increasing load 

disturbances to different areas. 

 Discovering new optimization algorithms and applying it on nonlinear 

multi-area interconnected power system. 

 Using new multi-area interconnected   power system model which 

includes different types of turbines and renewable energy sources 

considering boiler dynamics.   
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  Appendix A 

 1 =   =       ,  2 =        [p.u./Hz]; 

  1 =        ,   2 =        ,    =        [s]; 

 1 =  ,  2 =      ,  =        [Hz/p.u.]; 

  1 =     ,   2 =     ,    =      [s]; 

  1 =    ,   2 =     ,    =     [s]; 

 1 =        ,  2 =        ,   =          [p.u./Hz]; 

 12 =    ,  1 =     ,  2 =      [p.u./Hz]; 

  1 =   2 =    =    ; 

  1 =   2 =    =    [s]. 
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 بعنوان ماجستيرملخص رسالة 

سلوب المتحكمات تحسين استقرار نظم القوى الكهربية: أ" 

 " كسرية الرتبة
 ملخص البحث:

يومي. يمكن أن تؤثر  بشكلعددًا لا يحصى من المشكلات وتقلبات الأحمال  الكهربيةشبكات التواجه 

 الكليالكهربي الاستهلاك كلا من و  الكهربية المولدة ن الديناميكي بين الطاقةاتز هذه المشكلات على الا

في التردد ، مما سيؤدي إلى  تغير، سيحدث  الاتزانهذا  اختلالي حالة . فمفاقيد النظام بالاضافة الي

المستهلك ، وسيكون هناك أيضًا تغيير في التبادل المخطط للطاقة  الي تصلتدهور جودة الكهرباء 

 إلىاو حتى  هابغير مرغوب الالتأثيرات مجموعه من  يؤدي إلىمما قد  تحكمبين المناطق الخاضعة لل

( ويلعب دورًا حيويًا LFC) حمالالا في تردد الاوتوماتيكى نظام التحكم سطعن هنا ، يفصل النظام. م

مصممين عند تواجه الفي حل هذه المشكلات. على الرغم من أنها ليست مهمة سهلة وهناك صعوبات 

 منت وحدة التحكم ، وعدم اليقين لاما. تتمثل هذه الصعوبات في ضبط معLFCالتعامل مع مشكلة 

قيود معدل التوليد  التي تتمثل في الكهرباءوالأداء غير الخطي لنظام  كهربىنظام الال معاملات

(GRCs والنطاقات الميتة )التي لايشعر بها منظم السرعة (GDBs وتأخيرات وقت الاتصال و ، ) عدم

، وأكثرها  LFC. يمكن استخدام عدة أنواع من وحدات التحكم في مشكلة النظام اليقين من معاملات

والتي يمكن اعتبارها وحدة التحكم   (PID)وحدات التحكم التناسبية والمتكاملة والمشتقة شيوعًا هو 

 كسرية الرتبةالأكثر استخدامًا في الصناعة. من ناحية أخرى ، يمكن أن توفر وحدات التحكم 



  

 

  

 

(FOPID والتي يمكن وصفها على أنها )ل شكل اعم PID ـ أداءً أفضل ل وانها تقدم التقليديLFC 

 LFCلأنها توفر درجة أكبر من الحرية. في هذه الأطروحة ، يتم استخدام خوارزميات مختلفة لتصميم 

 .ضد عدم اليقين من معاملات النظام استقرارمناسب لتعزيز الأداء الديناميكي للنظام وتوفير 

 

 فصول وبيانهم كالآتي: ستةوتتكون الرسالة من عدد 

 : الفصل الأول

سرد للأعمال  بالاضافة الي LFCمشكلة ل اً شرحكما يقدم وجزة عن تقنيات التحكم ، يعطي مقدمة م

 السابقة في هذا المجال.

 : الفصل الثاني

، والتوربينات ، والمولدات ،  مثل وحدات التحكم بالسرعة LFCنمذجة المكونات المختلفة لنظام  قدمي

 والأحمال الكهربائية ، وخطوط الربط.

 : الفصل الثالث

خوارزميات. يركز هذا للأنواع تقنيات الذكاء الاصطناعي والتصنيفات المختلفة ل تفصيلي شرح عطيي

( ABC( إلى جانب مستعمرة النحل الاصطناعية )MOA) ة مايوذبابالفصل على خوارزمية 

بحث  كما يقدم خوارزمية( التي تنتمي إلى تصنيف السرب. GWOوخوارزمية الذئب الرمادي )

الشائعة كجزء  GA انتقاء الجينات وهي خوارزمية جديدة قائمة على الفيزياء وخوارزمية (ASO)الذرات

 من الخوارزميات المستندة إلى التطور.

 



  

 

  

 

 :الفصل الرابع

 تمثيل تصنيفات أجهزة التحكم والاستخدامات الرئيسية لوحدات التحكم. يناقش منهجيات يستعرض

PID كما يقدم مناقشة موجزة حول تعريفات .FOPID التنفيذ. في نهاية هذا طرق  والاستقرار و

 LFC المناسبة لمشكلة (objective functions)المختلفة  اللياقةدوال قياس تقديم الفصل ، يتم 

التي يمكن استخدامها لاختبار  Hermite-Biehler بهيلر-هيرمايت بالإضافة إلى مناقشة نظرية

 .ت النظاممن معاملاضد حالات عدم اليقين متانة النظام 

  :الفصل الخامس

لضبط معاملات  ASOو  ABCو  GWOو  MOAيعرض نتائج المحاكاة لتطبيق خوارزميات 

غير خطي متعدد المناطق مترابط ، بالإضافة إلى توفير دراسة  LFCلنظام  FOPIDوحدات التحكم 

كم متكاملة تستند في المقارنة بين الخوارزميات المستخدمة و تتضمن ايضا نتائج المحاكاه لوحدة تح

 بهيلر.-. يحتوي هذا الفصل أيضًا على اختبار المتانة باستخدام نظرية هيرمايتGAإلى 

  :سادسالفصل ال

 يستعرض خاتمة الرسالة والاستنتاجات والأعمال المستقبلية المقترحة.
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